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Introduction 
Thank you for the opportunity to provide testimony. My name is Clarence Okoh, and I am a civil rights 
attorney serving as Senior Policy Counsel at the Center for Law and Social Policy (CLASP) and an 
inaugural member of the Just Tech Fellowship with the Social Science Research Council (SSRC). I was 
previously a legal fellow at the NAACP Legal Defense Fund and worked in the New York Attorney 
General’s Civil Rights Bureau focused on issues of race, technology and civil rights. In my work, I 
collaborate with organizers, researchers, advocates, educators, and youth activists to investigate and 
challenge the use of emerging technologies to undermine the civil and human rights of youth and young 
adults of color and their communities.  
 
I am an original member of the PASCO Coalition: People Against the Surveillance of Children and 
Overpolicing–a coalition of over 30 local, state, and national organizations working together to end the 
Pasco County Sheriff’s predictive policing program in local schools. Our collective advocacy has resulted 
in the district suspending its bulk data-sharing of confidential student records of nearly 18,000 
schoolchildren with local law enforcement to target, surveil, and harass vulnerable students and their 
families. We also have successfully prompted federal policymakers to terminate a federal grant that 
funded local predictive policing activities that had a disparate impact on Black and Hispanic residents. 
We successfully challenged the Sheriff in court to gain access to open records that were critical to 
understanding the implications of their activities on local residents. We also successfully pushed the U.S. 
Department of Justice (DOJ) to investigate the school’s data-sharing practices. This resulted in a 
settlement agreement announced earlier this month where the DOJ found that the district’s data-sharing 
practices violated the Americans with Disabilities Act.   
 
I am also a co-founder of the NOTICE Coalition: No Tech Criminalization in Education–a national 
network of advocates, researchers, and organizers building a movement to end the use of data and 
technology to surveil, police, or criminalize young people and their communities. Earlier this year, we 
shared an open letter to the U.S. Department of Education demanding that they ban and divest federal aid 
to schools that support police surveillance technologies and data criminalization. 
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Throughout my work, I aim to translate the radical imaginations of youth of color into legal and policy 
solutions that build just futures for us all. 
 
Today, I will focus my remarks on the growing use of AI-enabled police surveillance technologies 
deployed in public schools to drastically expand the school-to-prison pipeline and the broader 
criminalization of Black and brown youth and other marginalized young people. I will describe the urgent 
need for policymakers to impose a ban on the use of police surveillance technologies in schools and the 
broader need for comprehensive data privacy legal protections in the United States centered on the needs 
of youth of color.  
 
Digital Pushout: AI-Enabled School Surveillance Technologies are Fueling a Civil Rights Crisis in 
Public Education 
Public and private actors are turning to artificial intelligence (AI) and other big data technologies to 
engineer futures for structural racism and social inequality in the United States, a phenomenon that the 
sociologist Ruha Benjamin has termed the “New Jim Code.”1 Schools routinely procure controversial 
surveillance technologies from private, third-party vendors without adequately scrutinizing these systems’ 
technical, legal, or ethical implications. Both the design and use of these technologies often contravene 
decades of civil and human rights legal standards that protect students of color, students with disabilities, 
and students who are LGBTQIA+. Police surveillance tech dramatically expands the presence of law 
enforcement in the lives of marginalized student populations and their families by transforming physical 
and digital learning environments into sites of censorship, surveillance, and punishment. As advocates 
like Marika Pfefferkorn have noted, these systems have transformed the school-to-prison pipeline into 
“the cradle-to-prison algorithm.” 2 
 
The Scope of Police Surveillance Tech in Public Schools  
Driven by concerns about school safety, schools have embraced a suite of problematic technologies and 
data-driven practices, including facial recognition, automated weapons detection, bathroom vape sensors, 
social media surveillance, automated license plate readers, behavioral threat assessments, police-
networked smart cameras, predictive policing, and aerial drone surveillance, among others.3 A 2023 
national survey of educators conducted by the Center on Democracy and Technology found that–  

 
1  Ruha Benjamin, Race After Technology (2019), pp. 5-6. 
2 “The Cradle to Prison Algorithm Journey Page. A list of resources covering the transformational change journey 
by communities most impacted.” Twin Cities Innovation Alliance (last accessed March 2024),  
https://www.tciamn.org/cpa-journey.  
3  See e.g., Schools: Social Media Surveillance, The Brennan Center (last accessed March 2024), 
https://www.brennancenter.org/issues/protect-liberty-security/social-media/schools-social-media-surveillance; 
Kristal Dixon, “Fulton schools to get license plate readers,” Axios (Sept. 2022), 
https://www.axios.com/local/atlanta/2022/09/26/fulton-schools-to-get-license-plate-readers; 
https://everytownresearch.org/rankings/law/school-threat-assessment-teams/; “What are Threat Assessment Teams 
and How Prevalent Are They in Public Schools,” National Center for Education Statistics (2018), 
https://nces.ed.gov/blogs/nces/post/what-are-threat-assessment-teams-and-how-prevalent-are-they-in-public-
schools; “Table 233.50. Percentage of public schools with various safety and security measures: Selected years, 

https://www.tciamn.org/cpa-journey
https://www.brennancenter.org/issues/protect-liberty-security/social-media/schools-social-media-surveillance
https://www.axios.com/local/atlanta/2022/09/26/fulton-schools-to-get-license-plate-readers
https://everytownresearch.org/rankings/law/school-threat-assessment-teams/
https://nces.ed.gov/blogs/nces/post/what-are-threat-assessment-teams-and-how-prevalent-are-they-in-public-schools
https://nces.ed.gov/blogs/nces/post/what-are-threat-assessment-teams-and-how-prevalent-are-they-in-public-schools
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● 38 percent of teachers reported that their school shares sensitive student data with law 

enforcement,  
● 36 percent reported their school uses predictive analytics to identify children who might commit 

future criminal behavior,  
● 36 percent reported their school tracks students’ physical location through their phones and other 

digital devices,  
● 37 percent reported their school monitors students’ personal social media accounts and 
● 33 percent reported their school uses facial recognition to regulate access to schools.4  

 
The survey also found that teachers at Title I schools and special education teachers reported a higher 
prevalence of many of these controversial technologies in their schools.5 
 
Data from the National Center on Education Statistics (NCES) supports the survey’s findings. NCES data 
demonstrates a dramatic expansion in various surveillance and school hardening technologies, including a 
34 percent increase in schools using anonymous threat reporting and a 70 percent increase in schools’ use 
of surveillance cameras in recent years.6   
 
Examples of Police Surveillance Tech and Data Criminalization in Public Schools  
The drastic expansion of school surveillance and youth data criminalization has led to dystopian outcomes 
in schools nationwide. For example: 
 

 
1999-2000 through 2019-20,” Digest of Education Statistics 
(2023),https://nces.ed.gov/programs/digest/d21/tables/dt21_233.50.asp?current=yes; Neil Bedi & Kathleen 
McGrory, Targeted, Tampa Bay Times (Sept. 2020), 
https://projects.tampabay.com/projects/2020/investigations/police-pasco-sheriff-targeted/; Dhruv Mehrotra, “ICE Is 
Grabbing Data From Schools and Abortion Clinics,” Wired (April 2023), https://www.wired.com/story/ice-1509-
custom-summons/?redirectURL=https%3A%2F%2Fwww.wired.com%2Fstory%2Fice-1509-custom-summons%2F; 
Stefanie Coyle & Simon McCormack, “A NY School is Using Face Surveillance on Its Students,” NYCLU (last 
accessed March 2024), https://www.nyclu.org/en/news/ny-school-using-face-surveillance-its-students; Davey Alba, 
“Facial Recognition Moves Into a New Front: Schools,” (Feb. 2020), 
https://www.nytimes.com/2020/02/06/business/facial-recognition-schools.html; Georgia Gee, “Un-Alarmed: AI 
Tries (and Fails) to Detect Weapons in Schools,” The Intercept (May 2023), https://theintercept.com/2023/05/07/ai-
gun-weapons-detection-schools-evolv/.  
4 EdTech Threats to Student Privacy and Equity in the Age of AI, Center for Democracy and Technology, pp. 14-15 
(Oct. 2023), https://cdt.org/wp-content/uploads/2023/09/FINAL-Off-Task-Report-Slides.pdf. 
5 Id. at 15.  
6 Table 233.50. Percentage of public schools with various safety and security measures: Selected years, 1999-2000 
through 2019-20, National Center on Education Statistics, (2021) 
https://nces.ed.gov/programs/digest/d21/tables/dt21_233.50.asp. 

https://nces.ed.gov/programs/digest/d21/tables/dt21_233.50.asp?current=yes
https://projects.tampabay.com/projects/2020/investigations/police-pasco-sheriff-targeted/
https://www.wired.com/author/dhruv-mehrotra
https://www.wired.com/story/ice-1509-custom-summons/?redirectURL=https%3A%2F%2Fwww.wired.com%2Fstory%2Fice-1509-custom-summons%2F
https://www.wired.com/story/ice-1509-custom-summons/?redirectURL=https%3A%2F%2Fwww.wired.com%2Fstory%2Fice-1509-custom-summons%2F
https://www.nyclu.org/en/news/ny-school-using-face-surveillance-its-students
https://www.nytimes.com/2020/02/06/business/facial-recognition-schools.html
https://theintercept.com/2023/05/07/ai-gun-weapons-detection-schools-evolv/
https://theintercept.com/2023/05/07/ai-gun-weapons-detection-schools-evolv/
https://cdt.org/wp-content/uploads/2023/09/FINAL-Off-Task-Report-Slides.pdf
https://nces.ed.gov/programs/digest/d21/tables/dt21_233.50.asp


 

  

 

 

4 

● In Philadelphia, local leaders are considering deploying a suite of aerial surveillance drones to 
monitor “high-crime areas” near public schools in addition to expanding automated weapons 
detection systems and police networked cameras in schools.7  
 

● In Alabama, a local school district is piloting an AI “vaping detection” technology that is placed 
in middle and high-school bathrooms to identify students who are vaping or using related 
substances.8 Children detected by the AI system are subject to school-based discipline in addition 
to an appearance before a local adult misdemeanor court, which imposes probation, fines, fees, 
and possibly jail time.9 126 students appeared before the vape court in its first year.10 
 

● In Florida, the Pasco County school district shared confidential student records–including 
histories of childhood abuse, grades, and attendance records–with law enforcement to build a 
secret predictive policing system to surveil and punish students believed to be “destined for a life 
of crime.”11 Local law enforcement built a database that included up to 18,000 students and 
instructed school-based police to surveil schoolchildren and develop actionable criminal 
intelligence used to push those children and their families out of the community. The Department 
of Justice recently entered into a settlement agreement with the school district after finding that 
the district’s data-sharing practices with law enforcement violated the Americans with 
Disabilities Act.12  
 

● In Minnesota, local policymakers attempted to develop a predictive analytics system to identify 
students who were allegedly at risk of future contact with the juvenile legal system.13 A proposed 
data-sharing agreement between local schools and police agencies would have enabled local 
agencies to collect, share, and use cross-linked identifiable data about children and their 
families.14 
  

 
7 Kristen Graham, “AI powered gun detection will be installed at all of the Philadelphia district’s middle schools,” 
Philadelphia Inquirer (Sept. 2023), https://www.inquirer.com/education/philadelphia-school-district-safety-drones-
gun-detection-police-20230830.html.   
8 Amy Yurkanin & Savannah Tyrens-Fernandes, “Alabama launches vape court for students busted in school,” 
AL.com (Oct. 2023), https://www.al.com/news/2023/10/alabama-launches-vape-courts-for-students-busted-at-
school.html 
9 Id.  
10 Id.  
11 Neil Bedi & Kathleen McGrory, “Pasco’s sheriff uses grades and abuse histories to label schoolchildren potential 
criminals,” Tampa Bay Times (Nov. 2020), https://projects.tampabay.com/projects/2020/investigations/police-
pasco-sheriff-targeted/school-data/. 
12 “Department of Justice Secures Agreement with Florida School District to Protect Civil Rights of Students with 
Disabilities,” U.S. Dept. of Justice (March 2024), https://www.justice.gov/opa/pr/justice-department-secures-
agreement-florida-school-district-protect-civil-rights-students.  
13 “The Cradle to Prison Algorithm Journey Page,” Twin Cities Innovation Alliance (last retrieved March. 2024), 
https://www.tciamn.org/cpa-journey.  
14 Id.  

https://www.inquirer.com/education/philadelphia-school-district-safety-drones-gun-detection-police-20230830.html
https://www.inquirer.com/education/philadelphia-school-district-safety-drones-gun-detection-police-20230830.html
https://www.al.com/news/2023/10/alabama-launches-vape-courts-for-students-busted-at-school.html
https://www.al.com/news/2023/10/alabama-launches-vape-courts-for-students-busted-at-school.html
https://projects.tampabay.com/projects/2020/investigations/police-pasco-sheriff-targeted/school-data/
https://projects.tampabay.com/projects/2020/investigations/police-pasco-sheriff-targeted/school-data/
https://www.justice.gov/opa/pr/justice-department-secures-agreement-florida-school-district-protect-civil-rights-students
https://www.justice.gov/opa/pr/justice-department-secures-agreement-florida-school-district-protect-civil-rights-students
https://www.tciamn.org/cpa-journey
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● In Boston, local school-based police officers shared an estimated 135 student incident reports 
with the Boston Regional Intelligence Center–an intelligence-sharing hub for local, state, and 
federal law enforcement agencies, including the Department of Homeland Security.15 At least one 
student was detained and subsequently deported due to the school’s data-sharing practices with 
local law enforcement.   

 
Police Surveillance Tech and Data Criminalization Undermine Student Success and Enable Digital 
Authoritarianism  
School surveillance and youth data criminalization harm   youth and young adults from historically 
marginalized communities by: 

 
● Expanding State Censorship. The expansion of school surveillance is especially alarming as state 

lawmakers continue to pursue efforts to silence, erase, and censure Black history and LGBTQIA+ 
identities.16 Student device monitoring and social media surveillance expand schools’ capacity to 
enforce state censorship laws by limiting students ‘access to digital content that affirms their 
identities.17 
 

● Undermining Student Wellness and Safety. Researchers have found that the presence of metal 
detectors and cameras can heighten students' fear for their safety at school while evoking 
perceptions that they are potential perpetrators who deserve to be surveilled.18 The National 
Association of School Psychologists cautions schools against the use of extreme school 
security measures, citing the impact of surveillance on student wellness and safety.19 These 

 
15 Shannon Dooling, Citing New Documents, Advocates Call On Boston Public Schools To Stop Sharing Info With 
ICE, WBUR (January 2020), https://www.wbur.org/news/2020/01/06/bps-ice-information-sharing-new-documents.  
16 “Freedom to Learn,” African American Policy Forum (last accessed March 2024),  
https://www.aapf.org/freedomtolearn; “The ACLU is Tracking 508 Anti-LGBT Bills in the United States,” ACLU 
(last accessed March 2024), https://www.aclu.org/legislative-attacks-on-lgbtq-rights.  
17 Anne Yen, “How the Rise of School Surveillance Software Affects LGBTQ Students,” Youth Today (Nov. 
2022), https://youthtoday.org/2022/11/how-the-rise-of-school-surveillance-software-affects-lgbtq-students/; James 
Factora, “Surveillance Programs Are Reportedly Targeting, Outing LGBTQ+ Students,” Them (Oct. 2021), 
https://www.them.us/story/surveillance-programs-reportedly-targeting-outing-lgbtq-students; Mark Keierleber, “The 
risks of student surveillance amid abortion bans and LGBTQ restrictions,” The Guardian (Sep. 2022), 
https://www.theguardian.com/education/2022/sep/08/abortion-bans-school-surveillance-lgbtq-restrictions.  
18 Ronet Bachman, Antonia Randolph, and Bethany Brown, “Predicting Perceptions of Fear at School and Going to 
and From School for African American and White Students: The Effects of School Security Measures,” Youth and 
Society (March 2010), https://journals.sagepub.com/doi/10.1177/0044118X10366674; Sarah Lindstrom Johnson, 
Jessika Bottiani, Tracy E. Waasdorp, et. al., “Surveillance or Safekeeping? How School Security Officer and 
Camera Presence Influence Students’ Perceptions of Safety, Equity, and Support,” Journal of Adolescent Health 
(Dec. 2018), https://pubmed.ncbi.nlm.nih.gov/30197197/. 
19 “Research Summaries: School Security Measures and Their Impact on Students,” National Association of School 
Psychologists (2018), 
https://www.nasponline.org/Documents/Research%20and%20Policy/Research%20Center/School_Security_Measur
es_Impact.pdf. 

https://www.wbur.org/news/2020/01/06/bps-ice-information-sharing-new-documents
https://www.aapf.org/freedomtolearn
https://www.aclu.org/legislative-attacks-on-lgbtq-rights
https://youthtoday.org/2022/11/how-the-rise-of-school-surveillance-software-affects-lgbtq-students/
https://www.them.us/story/surveillance-programs-reportedly-targeting-outing-lgbtq-students
https://www.theguardian.com/education/2022/sep/08/abortion-bans-school-surveillance-lgbtq-restrictions
https://journals.sagepub.com/doi/10.1177/0044118X10366674
https://pubmed.ncbi.nlm.nih.gov/30197197/
https://www.nasponline.org/Documents/Research%20and%20Policy/Research%20Center/School_Security_Measures_Impact.pdf
https://www.nasponline.org/Documents/Research%20and%20Policy/Research%20Center/School_Security_Measures_Impact.pdf
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insights fit within a more extensive research literature, which finds that young people’s exposure 
to law enforcement leads to heightened emotional distress, trauma, and post-traumatic stress.20 
 

● Negatively Impacting Academic Success. A 2022 study in the Journal of Criminal Justice found 
that students attending “high surveillance” schools had lower test scores, were less likely to 
attend college, and were more likely to face exclusionary discipline—outcomes that had a 
disproportionate impact on Black students.21 
 

● Eroding Student Privacy, Trust and School Safety. Federal law protects the unauthorized 
disclosure of student records to third parties, including law enforcement.22 School surveillance 
technologies grant law enforcement extensive access to students' lives, including their social 
media, devices, geolocation, and even biometric data, exposing the most intimate details of 
students’ lives to state officials and third-party commercial vendors in legally suspect ways.23 
Students note that the presence of these technologies makes them less willing to seek help from 
their schools when experiencing mental wellness challenges, an outcome that ultimately makes 
schools less safe for everyone.24 

 
Police Surveillance Tech is Legally Suspect & Scientifically Flawed  
Many of the technologies embraced by school districts today have historically raised serious concerns 
about equity, ethics, and scientific validity. For example, school-based policing and “threat assessment” 
programs make schools less safe for children with disabilities, Black and brown students, and other 
students from historically marginalized communities.25 The Department of Justice recently entered into a 
settlement agreement with the Pasco County School District after finding that local threat assessment 

 
20 Lindsey Webb, “Anticipation of racially motivated police brutality and youth mental health,” Journal of Criminal 
Justice (Dec. 2022), https://www.sciencedirect.com/science/article/abs/pii/S0047235222000873; Juan Del Toro, 
Tracey Lloyd, Kim S. Buchanan, et. al., “Criminogenic and Psychological Effects of Police Stops on Adolescent 
Black and Latino Boys,” PNAS (April 2019), https://www.pnas.org/doi/10.1073/pnas.1808976116; Juan Del Toro, 
Dylan B. Jackson, and Ming-Te Wang,, “The Policing Paradox: Police Stops Predict Youth’s School 
Disengagement Via Elevated Psychological Distress,” Developmental Psychology (April 2022), 
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9465843/.  
21 Odis Johnson and Jason Jabbari, “Infrastructure of social control: A multi-level counterfactual analysis of 
surveillance and Black education,” Journal of Criminal Justice, (September 2022),  
https://hub.jhu.edu/2022/09/21/school-surveillance-security/. 
22 20 U.S.C. § 1232g. 
23 Chad Marlow, Emily Greytak, Katie Duarte, et. al, “Digital Dystopia: The Danger of Buying what the Edtech 
Industry is Selling,” ACLU https://www.aclu.org/wp-content/uploads/legal-
documents/digital_dystopia_report_aclu.pdf. 
24 Id. 
25 See Bazelon Center for Mental Health Law, Replacing School Police with Services that Work (Aug. 2021), 
http://www.bazelon.org/wp-content/uploads/2021/08/Replacing-Police-in-Schools-1.pdf; National Disability Rights 
Network (NDRN), K-12 Threat Assessment Processes: Civil Rights Impacts (Feb. 2022), https://www.ndrn.org/wp-
content/uploads/2022/02/K-12-Threat-Assessment-Processes-Civil-Rights-Impacts-1.pdf.  

https://www.sciencedirect.com/science/article/abs/pii/S0047235222000873
https://www.pnas.org/doi/10.1073/pnas.1808976116
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9465843/
https://hub.jhu.edu/2022/09/21/school-surveillance-security/
https://www.aclu.org/wp-content/uploads/legal-documents/digital_dystopia_report_aclu.pdf
https://www.aclu.org/wp-content/uploads/legal-documents/digital_dystopia_report_aclu.pdf
http://www.bazelon.org/wp-content/uploads/2021/08/Replacing-Police-in-Schools-1.pdf
https://www.ndrn.org/wp-content/uploads/2022/02/K-12-Threat-Assessment-Processes-Civil-Rights-Impacts-1.pdf
https://www.ndrn.org/wp-content/uploads/2022/02/K-12-Threat-Assessment-Processes-Civil-Rights-Impacts-1.pdf
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data-sharing practices with law enforcement violated the Americans with Disabilities Act.26 Beyond 
threat assessments and data-sharing, researchers have found consistent, significant racial disparities 
related to predictive policing, risk assessments, and firearm detection technologies–each disadvantage 
Black and Hispanic communities.27 
 
Disparate Impact Analysis Across the AI Lifecycle 
The disproportionate burden of police surveillance technologies against youth of color, queer and trans 
youth, and youth with disabilities may constitute unlawful forms of discrimination, including disparate 
impact and disparate treatment. Demographic disparate impacts in algorithmic technologies are driven by 
several factors across the algorithmic lifecycle. At the pre-design stage, developers may introduce bias in 
framing the problems that their AI models are designed to address. At the design stage, developers can 
build and  train AI models by using datasets and selection criteria tainted with “dirty data” sources that 
contain and reflect historic patterns of racial and social inequality and civil rights abuses.28 At the 
deployment stage, bad actors can implement algorithmic systems in a manner that introduces or 
exacerbates structural social and economic disadvantages for protected classes.29  
 
Beyond disparate impact, AI technologies may cause intentional discrimination–especially those that are 
rooted in explicit historical theories of scientific racism and eugenics.30 For example, some EdTech 
vendors market “aggression” detection and “affect” recognition technologies that claim to use artificial 
intelligence to predict a child’s emotional state based on their facial expressions or “tone” of voice.31 
These methods are rooted in theories of phrenology and physiognomy, which have long been condemned 

 
26 “Justice Department Secures Agreement with Florida School District to Protect Civil Rights of Students with 
Disabilities,” United States Department of Justice (March 05, 2024), https://www.justice.gov/opa/pr/justice-
department-secures-agreement-florida-school-district-protect-civil-rights-students.  
27 Elizabeth Laird & Maddy Dwyer, Off Task: EdTech Threats to Student Privacy and Equity in the Age of AI at, 
Center for Democracy and Technology (September 2023), https://cdt.org/insights/report-off-task-edtech-threats-to-
student-privacy-and-equity-in-the-age-of-ai/. 
28 Rashida Richardson, Jason M. Schultz, Kate Crawford, Dirty Data, Bad Predictions: How Civil Rights Violations 
Impact Police Data, Predictive Policing Systems, and Justice, 94 N.Y.U. L. Rev. 15 (2019), 
https://www.nyulawreview.org/online-features/dirty-data-bad-predictions-how-civil-rights-violations-impact- 
police-data-predictive-policing-systems-and-justice/. 
29 See e.g., Dell Cameron & Dhruv Mehrotra, US Justice Department Urged to Investigate Gunshot Detector 
Purchases, Wired (September 2023), https://www.wired.com/story/shotspotter-doj-letter-
epic/#:~:text=Attorneys%20for%20the%20nonprofit%20Electronic,ShotSpotter%20in%20majority%2Dminority%2
0neighborhoods.  
30 Catherine Stinson, The Dark Past of Algorithms That Associate Appearance and Criminality, American Scientist 
(Feb. 2021), https://www.americanscientist.org/article/the-dark-past-of-algorithms-that-associate-appearance-and-
criminality; Seth Colaner, AI Weekly: AI Phrenology is Racist Nonsense, Of Course it Does Not Work, Venture Beat 
(June 2020), https://venturebeat.com/business/ai-weekly-ai-phrenology-is-racist-nonsense-so-of-course-it-doesnt-
work/. 
31 John Cusick & Clarence Okoh, Why Schools Need to Abandon Facial Recognition, Not Double Down On It, 
FastCompany (July 2021), https://www.fastcompany.com/90657769/schools-facial-recognition.  

https://www.justice.gov/opa/pr/justice-department-secures-agreement-florida-school-district-protect-civil-rights-students
https://www.justice.gov/opa/pr/justice-department-secures-agreement-florida-school-district-protect-civil-rights-students
https://cdt.org/insights/report-off-task-edtech-threats-to-student-privacy-and-equity-in-the-age-of-ai/
https://cdt.org/insights/report-off-task-edtech-threats-to-student-privacy-and-equity-in-the-age-of-ai/
https://www.wired.com/story/shotspotter-doj-letter-epic/#:%7E:text=Attorneys%20for%20the%20nonprofit%20Electronic,ShotSpotter%20in%20majority%2Dminority%20neighborhoods.
https://www.wired.com/story/shotspotter-doj-letter-epic/#:%7E:text=Attorneys%20for%20the%20nonprofit%20Electronic,ShotSpotter%20in%20majority%2Dminority%20neighborhoods.
https://www.wired.com/story/shotspotter-doj-letter-epic/#:%7E:text=Attorneys%20for%20the%20nonprofit%20Electronic,ShotSpotter%20in%20majority%2Dminority%20neighborhoods.
https://www.americanscientist.org/article/the-dark-past-of-algorithms-that-associate-appearance-and-criminality
https://www.americanscientist.org/article/the-dark-past-of-algorithms-that-associate-appearance-and-criminality
https://venturebeat.com/business/ai-weekly-ai-phrenology-is-racist-nonsense-so-of-course-it-doesnt-work/
https://venturebeat.com/business/ai-weekly-ai-phrenology-is-racist-nonsense-so-of-course-it-doesnt-work/
https://www.fastcompany.com/90657769/schools-facial-recognition
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and discredited by the scientific community because they lack scientific validation and are inseparable 
from 19th and 20th-century white supremacist ideologies.32  
 
Barriers to Legal Accountability for AI-Enabled Rights Abuses  
The use of AI and algorithmic technologies for school safety and student discipline directly implicate a 
range of federal antidiscrimination and privacy protections, including Titles VI and IV of the Civil Rights 
Act of 1964, Section 504 of the Rehabilitation Act, the Americans with Disabilities Act, the Individuals 
with Disabilities Education Act, Title IX of the Education Amendments of 1972, the Family Educational 
Rights and Privacy Act, and the Children’s Online Privacy Protection Act. Police surveillance 
technologies and data criminalization also implicate the First, Fourth, and Fourteenth Amendments of the 
U.S. Constitution in schools.  
 
Despite these protections, legal researchers and practitioners have observed unique barriers to bringing 
legal challenges under existing civil and human legal standards. Those challenges include:  
 

● Causation and the Black Box Dilemma. The technical inscrutability of AI technologies, often 
described as the “black box dilemma,” creates an effective bar to private litigants seeking to bring 
algorithmic discrimination claims.33 Frequently, AI developers are incapable of explaining how 
their models reach specific recommendations, scores, or outcomes due to the opacity of their 
systems–even when the outcomes of an AI system result in disparate effects for protected classes. 
Moreover, AI developers also struggle to determine when the interaction between variables may 
produce the explicit use of protected characteristics like race, gender, disability status, or close 
proxies of those protected classes. The black box dilemma is especially concerning when schools 
turn to algorithmic predictive analytics, risk assessments, threat assessments, and early warning 
systems that may discriminate against vulnerable students in technically unknowable ways to 
students, teachers, or parents.  
 

● Lack of Transparency. Police surveillance technologies used in schools are often procured and 
used in schools without notice to parents, students, or the public. For example, in Pasco County, 
the local Sheriff secured a data-sharing agreement with the local school district granting the 
agency access to students’ grades, attendance histories, discipline records, and other confidential, 
FERPA-protected records for almost a decade before public disclosure through local reporting 
from the Tampa Bay Times.34 Two years before the story broke, the school district and Sheriff’s 

 
32 Id. 
33 See John Villasenor & Virginia Foggo, “Algorithms and housing discrimination: Rethinking HUD’s new 
disparate impact rule,” Brookings Institute (March 2021),  
https://www.brookings.edu/articles/algorithms-and-housing-discrimination-rethinking-huds-new-disparate-impact-
rule/  
34 See generally, Kathleen McGrory, Neil Bedi & Douglas Clifford, Targeted, Tampa Bay Times (last retrieved 
March 2024)  
https://projects.tampabay.com/projects/2020/investigations/police-pasco-sheriff-targeted/. 

https://www.brookings.edu/people/john-villasenor/
https://www.brookings.edu/people/virginia-foggo/
https://www.brookings.edu/articles/algorithms-and-housing-discrimination-rethinking-huds-new-disparate-impact-rule/
https://www.brookings.edu/articles/algorithms-and-housing-discrimination-rethinking-huds-new-disparate-impact-rule/
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office successfully applied to the U.S. Department of Justice to hire an intelligence officer who 
played an integral role in creating the Sheriff’s predictive policing program.35 There were no 
public notice, hearings, comment opportunities, or stakeholder engagement related to these 
practices, even as officers dramatically escalated their enforcement tactics like targeted civil 
citations, home visitations, involuntary psychiatric detention, and other methods designed to 
coerce targeted families to either “move or sue.”36 Pasco County demonstrates how the absence 
of public notice creates significant barriers to identifying how systems impact individuals and 
communities–including how AI technologies violate civil and human rights.   
 

● Inadequate Remedies for the Scale of Algorithmic Harms. AI and big data systems operate at 
a large scale, possibly harming students and families in previously impossible ways. Under 
federal civil rights statutes, existing remedies were not designed to redress discrimination at the 
scale of AI, creating a rights-remedy gap. Policymakers must urgently close this gap by crafting 
new legal remedies that enable the courts, school leaders, and others to adequately redress 
algorithmic discrimination and structural disadvantages that match the scale and scope of harm. 
Policymakers can embrace approaches rooted in transformative justice and reparations as a 
starting point for approaching digital justice remedies.37 Policymakers can also look to tools like 
algorithmic disgorgement and data purges as new forms of equitable relief for algorithmic 
discrimination that generate large-scale harms.38  
 

Conclusion 
The expansion of police surveillance technologies and data criminalization comes at an especially 
perilous moment in our history. State lawmakers, with the support of federal courts, have systematically 
dismantled a range of fundamental rights protecting the freedoms of people of color, immigrants, women, 
and queer and trans folks. States have enacted measures to silence and censure discourse on social 
inequality while gutting guarantees under the Fourteenth Amendment, including reproductive autonomy 
and affirmative action. As states continue to roll back these freedoms, emerging technologies offer the 
precise tools needed to effectuate their oppressive aims. Against this backdrop, public education has 
become an essential terrain to impose these new, terrifying realities.   
 
Policymakers cannot allow public schools to become the testing grounds for authoritarian technologies. 
While initial federal policy frameworks like the White House AI Bill of Rights were promising, 
implementation has raised a host of challenges—especially the consistent demand and appropriation of 

 
35 Project Grant FAIN: 2018WYBX0004, USASpending.gov, 
https://www.usaspending.gov/award/ASST_NON_2018WYBX0004_1550; see also, Pasco County, Smart Policing 
Initiative (last retrieved July 2023), https://www.smart-policing.com/spi-sites/pasco-county-florida-2018. 
36 McGrory et. al., “Targeted” supra note 33.  
37 Rashida Richardson, Racial Segregation and the Data-Driven Society: How Our Failure to Reckon with Root 
Causes Perpetuates Separate and Unequal Realities, 36 Berk. L. J. 102 at 138 (2022).  
38 Jevan Huston & Ben Winters, America's Next 'Stop Model!': Model Deletion, 1 G’Twn L. & Tech. R. 125 
(2022).  
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greater investments in policing technologies and the integration of AI into law enforcement practices.  
Federal, state, and local lawmakers must take immediate steps to enact comprehensive policy solutions 
that ban and divest from police surveillance technologies in schools, remove legal barriers to challenging 
algorithmic rights violations, and embrace transformative justice approaches towards AI governance.  
 
Thank you for your time, and I look forward to hearing your questions.   
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